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EXECUTIVE SUMMARY

This report provides estimated hardware requirements for the eventual migration of the modern DCPDS to Oracle 11i and Oracle RDBMS 8i.  Oracle 11i utilizes a web-based, three-tier architecture consisting of a standard browser at the desktop level (no client software), a middle application tier, and a back-end database tier.  The application and database tiers will likely reside at the regional service center.  This report provides estimated hardware requirements for each of the three tiers.

Included are the estimated hardware requirements for the current DPCDS architecture (hence, Initial Architecture) and an alternative architecture that integrates the CSU application and databases into the RSC architecture (hence, Candidate Architecture Alternative).  The Initial Architecture is the architecture that would result from the generic Oracle 11i upgrade.  The Candidate Architecture Alternative consolidates CSU databases with the addition of a RSC Query data server.  Note:  implementation of the Candidate Architecture Alternative would require the CSU application to be web-enabled.  While this possibility is under consideration, no decision has been reached regarding this architecture alternative.  Components should proceed based on the estimates for the Initial Architecture unless otherwise notified. 

The key component used in estimating the Oracle 11i hardware requirements is the HP/Oracle E-Business Sizer.  Based on a number of sources and applications within HP and Oracle, the HP/Oracle E-Business Sizer is intended to be used for initial sizing recommendations.  Note that the Oracle 11i hardware requirements estimates are not based on any performance testing of the Oracle 11i version of DCPDS.  It is anticipated that such performance testing will be conducted to validate the hardware configuration once the customizations have been upgraded to Oracle 11i.

Based on HP/Oracle E-Business Sizer results, the tables on the following page summarize the estimated hardware requirements for both the Initial Architecture and the Candidate Architecture Alternative at four RSC site types.  Included for each server are the CPU requirements (specified in transactions per minute (tpmC)), memory requirements, disk requirements, and HP hardware type examples that meet CPU requirements.

Estimated Hardware Requirements for the Initial Architecture:

Initial Architecture
Small RSC site
Medium RSC site
Large RSC site
Very Large RSC site (Air Force)

HR application logged-on users
200
400
600
1400

HR application active users
120
240
360
840

RSC Application Server
CPU Reqs
9,500 tpmC
18,900 tpmC
28,300 tpmC
66,000 tpmC


Memory
3.6 GB
6.9 GB
10.0 GB
23.2 GB


Disk
54 GB
54 GB
54 GB
72 GB


HP Hardware Examples
D390, 2-CPU

K460, 4-CPU

L2000, 1-CPU
N4000, 3-CPU

L3000, 2-CPU

L2000, 3-CPU
N4000, 5-CPU

Two L2000, 2-CPU

L3000, 4-CPU
V2600, 16-CPU

Two N4000, 5-CPU

RSC Data Server
CPU Reqs
4,800 tpmC
9,500 tpmC
14,200 tpmC
33,000 tpmC


Memory
1.8 GB
3.0 GB
4.2 GB
9.0 GB


Disk
61 GB
77 GB
97 GB
211 GB


HP Hardware Examples
D270, 2-CPU
K460, 4-CPU

L2000, 2-CPU
L2000, 2-CPU

L3000, 2-CPU

N4000, 2-CPU

K460, 4-CPU
N4000, 5-CPU

V2600, 8-CPU

RSC Comm Reqs
Desktop-to-App Server
0.6 Mbps per RSC
1.2 Mbps per RSC
1.8 Mbps per RSC
4.2 Mbps per RSC


App-to-Data Server
1.8 Mbps per RSC
3.6 Mbps per RSC
5.4 Mbps per RSC
12.6 Mbps per RSC

Desktop Reqs
CPU Reqs
400 MHz (Pentium II/III or equivalent)


Memory
128 MB


Disk
50 MB (minimum requirement)


Monitor
17 inches

Estimated Hardware Requirements for Candidate Architecture Alternative:

Candidate Arch Alternative
Small RSC site
Medium RSC site
Large RSC site
Very Large RSC site (Air Force)

HR application logged-on users
200
400
600
1400

HR application active users
120
240
360
840

CSU application logged-on users
100
200
300
700

CSU application active users
60
120
180
420

RSC Application Server
CPU Reqs
12,800 tpmC
25,500 tpmC
38,200 tpmC
89,100 tpmC


Memory
5.1 GB
9.5 GB
13.8 GB
31.5 GB


Disk
54 GB
54 GB
54 GB
72 GB


HP Hardware Examples
K460, 4-CPU

L2000, 2-CPU

N4000, 2-CPU
N4000, 5-CPU

Two L2000, 2-CPU

L-3000, 4-CPU
N4000, 6-CPU
V2500, 24-CPU

V2600, 20-CPU

RSC HR Data Server
CPU, Memory, Disk, Hardware
Same as small site, Initial Architecture
Same as medium site, Initial Architecture
Same as large site, Initial Architecture
Same as very large site, Initial Architecture

RSC Query Data Server
CPU Reqs
7,100 tpmC
14,200 tpmC
21,300 tpmC
49,500 tpmC


Memory
1.2 GB
1.8 GB
2.4 GB
4.8 GB


Disk
11 GB
37 GB
51 GB
154 GB


HP Hardware Examples
K460, 2-CPU
K460, 4-CPU

L2000, 2-CPU

L3000, 2-CPU

N4000, 2-CPU
L2000, 4-CPU

L3000, 3-CPU

N4000, 3-CPU
V2600, 12-CPU

N4000, 7-CPU

(550 MHz)

RSC Comm Reqs
Desktop-to-App Server
0.9 Mbps per RSC
1.8 Mbps per RSC
2.7 Mbps per RSC
6.3 Mbps per RSC


App-to-Data Server
2.7 Mbps per RSC
5.4 Mbps per RSC
8.1 Mbps per RSC
18.9 Mbps per RSC

Desktop Reqs
CPU
400 MHz (Pentium II/III or equivalent)


Memory
128 MB


Disk
50 MB (minimum requirement)


Monitor
17 inches

Other hardware recommendations for the Oracle 11i version of DCPDS include the following:

· Use HP as the hardware platform for both the application servers and data servers.  Since HP is already being used for implementation of the modern DCPDS, using HP will facilitate reuse and reduce operations/maintenance costs.

· Keep the application server functionality and data server functionality on separate physical machines to provide better performance, security, scalability, and availability.

· When several processor classes are capable of meeting the tpmC requirement, processor classes with more room for expansion are recommended over processor classes with less room for expansion.

· It is recommended that the data server have at least two CPUs so that both batch and OLTP processes can be efficiently supported.

· Multiple physical machines can be used for the application tier (e.g., two L2000 machines at the large RSC site), particularly if there is a desire to reuse multiple, smaller machines and/or provide additional fault tolerance and load balancing.  The primary disadvantage of such a configuration is the increased administration and maintenance requirements.

· For the Candidate Architecture Alternative, keep the application server functionality, the HR data server functionality, and the Query data server functionality on separate physical machines.  Keeping the query data server on a physical machine separate from the data server supporting the HR, OTA, and COREDOC products minimizes the impact on the HR, OTA, and COREDOC performance.

· Keep the physical machines for the application server and data server on the same LAN because of the significant bandwidth requirements between these servers.  Use of a high-speed (e.g., 100 MB) Ethernet or fiber optic link between the data server and application server will provide better performance.
1. INTRODUCTION

The modern Defense Civilian Personnel Data System (DCPDS) is being developed and deployed to support civilian personnel operations in the Department of Defense and to replace the legacy DCPDS.  The major components of the modern DCPDS are Oracle Federal Human Resources (HR) 10.7 Smart-Client (SC), Oracle Training Administration (OTA) 10.7SC, COREDOC, and Resumix.  The modern DCPDS uses a client-server architecture.

Once deployment of the Oracle 10.7 version of the modern DCPDS is completed, the plan is to begin upgrading the modern DCPDS to Oracle 11i within 90 days.  This effort includes upgrading the Oracle software products, upgrading the hardware necessary to support Oracle 11i, and updating the customized code that would be affected by the upgraded software products.

In parallel with the Oracle 11i migration planning process, the Lockheed Martin team has been asked to investigate opportunities for improving the current DCPDS architecture.  One opportunity involves the integration of the Customer Support Unit (CSU) application and databases into the Regional Service Center (RSC) architecture.  That alternative is the basis for the Candidate Architecture Alternative estimates.
1.1 Document Purpose

The purpose of this document is to provide an estimate of the hardware requirements for the following:

· Initial Architecture for the Oracle 11i version of DCPDS; i.e., the architecture that would result from the generic Oracle 11i upgrade.

· Candidate Architecture Alternative; i.e., consolidating CSU Databases with the addition of a RSC Query data server.
Note:  The Oracle 11i migration process is in its early stages.  The Lockheed Martin team is just beginning to analyze the Oracle 11i product and its impact to DCPDS.  Further refinements and validation of the hardware requirements estimates will be able to take place as the Oracle 11i migration process progresses.  For example, the Lockheed Martin team anticipates that performance testing of the Oracle 11i version of DCPDS will take place to validate the hardware configuration, once the customizations have been migrated to Oracle 11i.

1.2 Document Organization

The remainder of this document is organized into two main sections: one for the Initial Architecture hardware requirements (Section 2) and one for the Candidate Architecture Alternative hardware requirements (Section 3).  Section 2 discusses the background, approach, and results of the hardware requirements analysis for the Initial Architecture.  Section 3 discusses the background, approach, and results of the hardware requirements analysis for the Candidate Architecture Alternative.  The remainder of Section 1 is organized to provide context for the estimated hardware requirements.  Section 1.3 provides an overview of the current DCPDS architecture and the generic Oracle 11i architecture while Section 1.4 lists the assumptions used during the hardware requirements analysis. 

1.3 Architecture Background

To provide context for the estimated hardware requirements, this section provides an overview of the current DCPDS architecture and the generic Oracle 11i architecture information.

1.3.1 Current DCPDS Architecture

As depicted in Exhibit 1, the current DCPDS architecture is a distributed client-server architecture.  This architecture involves three levels: RSC, CSU, and Corporate.

The RSC servers contain the data of record for DCPDS.  All transaction processing occurs on these servers based on inputs from RSC personnelists and Supervisors/Managers.  RSC personnelists, Supervisors/Managers, and CSU personnelists may also run queries and reports against the RSC servers.  Applications contained on the regional servers include Oracle Federal Human Resources (HR) 10.7 Smart-Client (SC), Oracle Training Administration (OTA) 10.7SC, COREDOC, and Resumix.

Data from each regional server is periodically downloaded to each CSU server within the region.  Data on the CSU servers is accessed for query and report purposes only by RSC personnelists, Supervisors/Managers, and CSU personnelists.  Applications contained on the CSU servers include the CSU application.

Data from the regional servers is sent to and consolidated in the Corporate Management Information System (CMIS) Corporate Database.  The CMIS Corporate Database is used for corporate-level analysis, reporting, tracking and trending.  CMIS includes both the Oracle Federal HR 10.7SC application and the CMIS End-User Layer (EUL).
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 Exhibit 1 – Current DCPDS Architecture

1.3.2 Generic Architecture for Oracle 11i
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As depicted in Exhibit 2, Oracle 11i utilizes a web-based architecture with three tiers: desktop, application, and database.  The desktop tier requires a browser (Netscape or Microsoft Internet Explorer) and uses the Oracle Jinitiator product downloaded from the application tier (Jinitiator is implemented as a plug-in for Netscape Navigator and as an Active X component in Microsoft Internet Explorer).  The application tier contains the forms, reports, and other functionality that had been previously located on the client tier of Oracle 10.7SC, along with other functionality such as a web listener to handle requests from desktop workstations.  The database tier (i.e., data server) contains the Oracle 8i database and other services that support the database.

Exhibit 2 – Oracle 11i Architecture

Notes:

· The web listener and various servers on the application tier (e.g., Forms Server) may all be on a single physical machine or multiple physical machines.  For example, the Discover Server will typically be running on a physical machine separate from the other components of the application tier.

· Similarly, application tier functionality and database tier functionality can be located on a single physical machine or on separate physical machines.  However, it is recommended that these functions be kept on separate physical machines to provide better performance, security, scalability, and availability.

Exhibit 3 depicts how functions previously located on Oracle 10.7SC clients and servers are relocated to the application server and data server during the Oracle 11i upgrade.  Note that the Oracle 11i application server now performs the function previously performed on multiple Oracle 10.7SC client workstations.
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Exhibit 3 – Relationship of Oracle 10.7SC and Oracle 11i Architectures

1.4 Assumptions

The following assumptions have been made when estimating the hardware requirements for the Oracle 11i version of DCPDS:

· The system requirements (e.g., function, data, and interface) for the Oracle 11i version of will remain the same as the system requirements for the Oracle 10.7 version; i.e., the Corporate, RSC, and CSU functionality will remain the same.

· The Oracle 11i interface with Resumix is not dependent on the Resumix version.

· There are no contingency or wartime scenarios that need to be considered for the hardware requirements analysis (e.g., scenarios that would change the user load).

· Site sizes listed in Sections 2.3.3 and 3.3 are representative of typical DCPDS site sizes.

· Future self-service users are excluded in the hardware requirements analysis.

· Oracle Federal HR 11i requirements will essentially be the same as those for the core Oracle HR 11i product.

· The data server requirements (CPU, disk, and memory) for 10.7NCA are the same as the data server requirements for 10.7SC.

· There will be approximately a 15% growth in data server CPU requirements from Oracle 10.7SC/NCA to Oracle 11i.

· There will be approximately a 30% growth in data server disk requirements from Oracle 10.7SC/NCA to Oracle 11i.

· Database file requirements are based on the number of personnel records at that site.  For DCPDS 10.7, the database files require approximately 0.5 MB per personnel record (based on information gathered from OT&E sites).

· Sizing estimates from the HP/Oracle E-Business Sizer reflect relatively recent benchmarking efforts and are more accurate (for estimating purposes) than estimates from other sources.

· Customizations will primarily impact the data server CPU requirements but will minimally impact the application server CPU requirements.

· The only significant customizations that will affect the application server hardware requirements are the List of Values (LOVs).  The LOVs will primarily impact the memory requirements of the application server.  Other application server customizations (e.g., business rules, COREDOC reports) will minimally impact the application server hardware requirements.

· The impact of customizations on the data server CPU requirements scales in a similar manner with Oracle 11i as it does with Oracle 10.7SC/NCA.

· Database size has a minimal impact on the data server memory requirements.

· The average response time for each Oracle 11i transaction and batch job will be approximately the same as the average response time for the corresponding Oracle 10.7SC transaction and batch job, given the same CPU utilization and sufficient Oracle 11i memory and disk space.

2. Estimating Hardware Requirements for Initial Architecture

This section discusses the background, approach, and results of the hardware requirements analysis for the Initial Architecture.  The section begins with an overview of the architecture  (Section 2.1) and the approach used in estimating the hardware requirements (Section 2.2).  After a description of the input parameters used during the analysis (Section 2.3), Section 2.4 concludes with a discussion of the estimated hardware requirements for the Initial Architecture.

2.1 Overview of Initial Architecture

Exhibit 4 depicts the Initial Architecture for the Oracle 11i version of DCPDS; i.e., the DCPDS architecture after the generic upgrade of the hardware, software, and customizations.  Significant changes from the Oracle 10.7SC version include the following:

· Additional/upgraded hardware at the RSC to support Oracle 11i (including potentially upgraded RAM, CPU, and/or disk requirements).

· Upgrade of the Oracle Federal HR 10.7SC software to Oracle Federal HR 11i (both at the RSC level and the Corporate level).

· Upgrade of the Oracle OTA 10.7SC software to Oracle OTA 11i.

· Upgrade of the COREDOC software to Oracle Forms 6.0.

· Upgrade of the DCPDS customized forms, reports, interfaces, and other customized code as necessary to support Oracle 11i.

Notes:

· Because Resumix is a separate software product, it is not being upgraded as part of the Oracle 11i migration process.

· CSU servers will not be changed in the Initial Architecture.

2.2 Approach for Estimating Hardware Requirements

This section describes the approach used to estimate the hardware requirements for the Initial Architecture.  The focus is on the approach used to estimate the RSC hardware requirements and RSC communication requirements for supporting the Oracle Federal HR 11i, Oracle OTA 11i, and COREDOC portions of the Initial Architecture.  This section does not address hardware requirements for the Resumix servers or the CSU servers, as these servers will not be changed in the Initial Architecture (as noted in Section 2.1).  Changes to the hardware requirements for the Corporate servers will be addressed as necessary, pending further clarification of Corporate requirements.

A key component used to estimate the hardware requirements for the Initial Architecture and the Candidate Architecture Alternative is the HP/Oracle E-Business Sizer.  The HP/Oracle E-Business Sizer is intended to be used as a sizing tool during the selection of a suitable HP hardware configuration for the Oracle E-Business Suite.  The hardware requirements identified by this sizing tool may serve as an initial recommendation in the early stages of the project, but should be validated as more detailed customer information is available.  See Appendix A for more background on the HP/Oracle E-Business Sizer.
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Exhibit 4 – Overview of Initial Architecture

2.2.1 Approach for Estimating RSC Hardware Requirements 

The approach for estimating the RSC hardware requirements involves the following steps:

1. Determine input parameters for HP/Oracle E-Business Sizer based on user information about the RSC sites and the input parameters used during the CDA performance testing of DCPDS 10.7.  Section 2.3.3 lists the input parameter values used in estimating the RSC hardware requirements for the Initial Architecture.

2. Run the HP/Oracle E-Business Sizer for Oracle 11i, using the identified input parameters.

3. Ensure that the data server CPU requirements represent approximately a 15% increase from the data server CPU requirements DCPDS 10.7.

4. Increase the application server memory requirements by 4 MB per active user to account for the DCPDS customized List of Values (LOVs).

5. Use the application server disk requirements identified by the HP/Oracle E-Business Sizer as the application server disk requirements for the Oracle 11i version of DCPDS.

6. Calculate the data server disk requirements based on the following table (where total data server disk requirements equals the sum of Volumes 1-5):

Volume
Type of Disk Space
Disk Requirements

1
Operating System (OS)
4 GB


Swap
2*Memory


Temporary
4 GB

2
Oracle Files (Binaries)
25 GB

3
Log Files
4 GB

4
Database Files
0.5 MB * [number of personnel records] * 1.3

5
Staging Area (Optional, but included in estimates)
10 GB

Notes:

· Steps 4 and 5 are necessary to account for the impact of customizations, since the HP/Oracle E-Business Sizer does not have the means to do so.

· Because of the significant customizations in DCPDS and the difficulty in accounting for these customizations in the sizing analysis, it is recommended that the hardware requirements be validated through performance testing once the customizations have been upgraded to Oracle 11i.

· A major assumption is that the customizations primarily impact the data server CPU requirements and minimally impact the application server CPU requirements.  This hypothesis is driven by the fact that the application server CPU requirements in the HP/Oracle E-Business Sizer are not affected by the OLTP/Batch ratio (see Section 2.3.1).  In fact, it appears that the application server CPU requirements (according to the sizing tool) are affected only by the user load and NOT by the type of work involved.  In DCPDS, some customized reports (e.g., those with COREDOC) do run on the application server only, but it is believed that these reports don’t have much impact.

· Oracle 11i application server CPU requirements cannot be estimated solely from the Oracle 10.7SC client and/or server CPU requirements.

· The data server disk requirements represent the usable disk space requirement and do not account for the overhead required by such features as RAID or striping, nor have these requirements been given explicit consideration to performance or growth.  These and other factors will need to be considered by the system and database administrators when implementing the data server disk requirements at each of the RSC sites.

· The disk requirements for the database files (Volume 4) are based on an estimated 0.5 MB per personnel record (gathered from measurements at the OT&E sites) and an approximate growth of 30% in data server disk requirements from Oracle 10.7SC/NCA to Oracle 11i.

· The impacts of interface processing and refresh processing (e.g., to/from Resumix, to the CSU databases) are not addressed in this process.

· The sizing analysis assumes that the Discoverer Server will not be running on the RSC application server or RSC data server.

2.2.2 Approach for Estimating RSC Communication Requirements 

According to the HP/Oracle E-Business Sizer, the communication requirements for the Oracle 11i version of DCPDS at each RSC are as follows:

Communications Path
Communications Requirements

Between desktop hardware and application server
5 Kbits per second (Kbps) per active user (upper end)

3 Kbits per second per active user (sufficient)

Between application server and data server
15 Kbits per second per active user

Note that the 5 Kbps between the desktop hardware and application server is an upper-end value, and that 3 Kbps is likely sufficient for an application such as HR, which is typically not a busy application and does not have very sizable transactions.  In general, the following communication requirements are recommended: 2-3 Kbps for light use applications, 3-5 Kbps for medium use applications, and 5-6 Kbps for heavy use applications (e.g., Order Entry, Manufacturing).  Having 5 Kbps available for DCPDS would be more than sufficient.

It is recommended that Java Archive (JAR) Files be downloaded from a local file server when connecting over slow or wide-area networks (WAN).  Downloading these files at startup will reduce network traffic requirements between desktop clients and the application server since only changes in the graphical user interface are transmitted once the JAR applets are downloaded at startup.  Downloading from a local file server rather than an application server can improve initial startup time for connections over slow or wide-area networks.  This avoids having each user download the applet over the WAN when a new version is released.  JAR files are approximately 4-8 MB in size.

2.3 Input Parameter Values Used to Estimate Hardware Requirements

This section discusses the specific DCPDS input parameter values used to estimate the hardware requirements for the Initial Architecture.  Section 2.3.1 provides an overview of some of the significant input parameters used by the HP/Oracle E-Business Sizer.  These input parameters were used to gather the initial input information identified in Section 2.3.2 and refined in Section 2.3.3.

2.3.1 HP/Oracle E-Business Sizer Input Parameters

Exhibit 5 lists some of the significant input parameters used by the HP/Oracle E-Business Sizer.  Included with each input parameter is a description/comments associated with the parameter and the specific value(s) used for the DCPDS hardware requirements analysis.

Note:  The approach used in the analysis focused on “user-based sizing” rather than “transaction-based sizing.”  User-based sizing is driven by the number of logged-on users, number of light/medium/heavy active users, and OLTP/Batch ratio.  Transaction-based sizing is driven by the transactions/minute and logged-on users.  User-based sizing in the HP/Oracle E-Business Sizer appears to provide more realistic results for DCPDS than does transaction-based sizing [pending discussions with HP/Oracle E-Business Sizer experts].

Parameter
Description/Comments
Value used for DCPDS Analysis

Logged-on users
Users that have logged-on to the system
A function of the site (see section 4.3 for specifics)

Active users
Logged-on users that are actively doing work at the same time.  Typically, 50% of the logged-on users are active, but it depends on the environment.  “Active” users are divided into “light”, “medium”, and “heavy” users.  Note:  Another term similar to “active users” is “concurrent users”.  Used during Air Force performance testing of DCPDS 10.7, the term “concurrent users” was defined as “a session signed into HR and conducting at least one transaction per hour”.
60% of logged on users

(10% + 40% + 10% = 60%)

Light users
Users who occasionally look up information or enter data.
10% of logged on users

Medium users
This is the average user.  Most of the users should be in this category.
40% of logged on users

Heavy users
These are users with high volume data entry such as data typists.
10% of logged on users

OLTP/Batch ratio
This ratio (e.g., 80/20) describes the ratio of On-Line Transaction Processing (OLTP) work to Batch work.  Increasing the percentage of OLTP to Batch (i.e., more transactions) decreases the data server CPU requirements and keeps the Application server CPU requirements the same.  Increasing the percentage of Batch to OLTP (i.e., more batch programs) increases the data server CPU requirements and keeps the Application server CPU requirements the same.
OLTP/Batch ratio used for HR application is 80/20

OLTP/Batch ratio used for CSU application is 20/80

CPU Utilization 
HP/Oracle E-Business Sizer assumes a default CPU utilization of 70%.  A higher CPU utilization results in a small configuration but also in higher average response times.  A lower CPU utilization results in a larger configuration but with better average response time.  
70%

Future Growth
Expected future growth of the application (i.e., growth of the user load).  Such growth will obviously require increased CPU and memory.
0 (zero)

Instances
Number of Oracle E-Business Suite instances which will run on the same servers
1 (one) instance per server

Exhibit 5 – Significant Input Parameters Used by HP/Oracle E-Business Sizer

2.3.2 Initial Input Information Gathered During Analysis

Exhibit 6 below lists the initial input performance parameters gathered from CPMS and subsequently refined (in Section 2.3.3) for use in the HP/Oracle E-Business Sizer.  These parameters describe the estimated number of potential users, the estimated number of active users, the estimated transaction frequency, and the estimated database size.  User information is broken down by type of user (e.g., Personnelist versus Supervisor/Manager).  Comments following the table describe how the information was gathered.

Note:  Some of the initial input parameters (e.g., Corporate information, transaction frequency) are yet to be used in the sizing analysis.  These parameters, marked with an asterisk (*), are included here for potential future use (if necessary).

Parameter
User Configuration


Per Region
Total

Number of potential users (1)



Corporate (*)
N/A
~350

RSC Personnelists
~100-250

(~350 AF)
~3800

CSU Personnelists
~100-200

(~1200 AF)
~4300

Supervisors/Managers
~1500-3000

(~17,000 AF)
~70,000

Number of active users



Corporate application (*)
N/A
35

HR application
215 (2)

(800 for AF) (3)


CSU application
100 across all CSU apps in a region (4)

(400 for AF) (4)


Transaction frequency



Corporate application (*)
N/A
200 per day

HR application (*)
2400 per day (5)

(5300 per day for AF) (6)


CSU application (*)
1200 per day across all CSU apps in a region (7)

(2650 AF) (8)


Other information



RSC database size
47,000 records per region (9)

(190,000 AF) (10)


Exhibit 6 – Initial Input Parameters for Hardware Requirements Analysis

Notes:

1. Number of users is taken from CPMS estimates provided in August 2000.

2. Number of active HR application users (non-Air Force) is taken from CDA performance testing results in June 1999.  This number includes users for all RSC applications (i.e., HR, OTA, COREDOC, and Resumix).

3. Number of active HR application users for the Air Force is taken from Air Force performance testing results in August 2000.

4. Number of active CSU application users (Air Force and non Air Force) is assumed to be approximately half the number of active users on the HR application.

5. HR application transaction frequency (non Air Force) is taken from CDA performance testing results.  This number includes 800 simple queries on the HR application.

6. HR application transaction frequency for the Air Force is taken from Air Force performance testing results in August 2000.

7. CSU application query frequency (non Air Force) was determined by taking the upper end of the average daily regionalization query from the Army workload model (approximately 500-1000 per region per day) and increasing approximately 20 percent to accommodate the productivity module functionality that has been recently added.  This works out to approximately 50% of the HR application transaction frequency. 

8. CSU application query frequency (Air Force) was assumed to be 50% of the HR application transaction frequency.

9. Database size (non Air Force) is taken from the CDA performance testing results (note that this is a “high-end” number that is larger than any non-AF region).

10. Database size for the Air Force is taken from Air Force performance testing results in August 2000, and is based on the total number of AF personnel (RSC, CSU, Supervisors/Managers, and Serviced Personnel).

2.3.3 Refined Input Parameters Used in HP/Oracle E-Business Sizer

This section lists the values of the user-related parameters provided as input to the HP/Oracle E-Business Sizer.  Based on the initial input information identified in Section 2.3.2, these parameters were used to estimate hardware requirements of the Initial Architecture.
To estimate the hardware requirements of the Initial Architecture, the following four sizes of RSC sites were used.  These four sizes reflect a sampling of typical RSC sites:

Size of RSC Site
Number of Logged-On Users
Number of Active Users

Small
200
120

Medium
400
240

Large
600
360

Very Large

(i.e., Air Force RSC)
1400
840

In each case, 10% of the logged-on users were considered “light” users, 40% were considered “medium” users, and 10% were considered “heavy” users.  Therefore, the number of active users represented 60% of the logged-on users.

2.4 Estimated Hardware Requirements

This section discusses the estimated requirements for the RSC application server, RSC data server, RSC communications, and desktop necessary to support the Initial Architecture at each of the RSC site types.

2.4.1 Estimated RSC Hardware Requirements

Exhibit 7 lists the estimated requirements for the RSC application server and RSC data server at each of the RSC site types.  Included for each server are the CPU requirements, memory requirements, disk requirements, and HP hardware type examples that meet the CPU requirements.  Note the following:

· HP is the recommended hardware platform for both the DCPDS application servers and data servers.  Since HP is already being used for implementation of the modern DCPDS, using HP will facilitate reuse and reduce operations/maintenance costs.

· Separate physical machines are recommended for the application server functionality and the data server functionality to provide better performance, security, scalability, and availability.

· When several processor classes are capable of meeting the tpmC requirement, processor classes with more room for expansion are recommended over processor classes with less room for expansion.  For example, at a Large RSC site, an N4000 with five 440 MHz CPUs is recommended for the application server over an L3000 with four 550 MHz machines due to the fact that a N4000 is expandable up to eight CPUs while the L3000 supports up to four CPUs.

· It is recommended that the data server have at least two CPUs so that both batch and OLTP processes can be efficiently supported.

· Multiple physical machines can be used for the application tier (e.g., two L2000 machines at the large RSC site), particularly if there is a desire to reuse multiple, smaller machines and/or provide additional fault tolerance and load balancing.  The primary disadvantage of such a configuration is the increased administration and maintenance requirements.  Note that Oracle 11i does provide some load balancing functionality.  More sophisticated load balancing would require additional software and/or hardware.

· According to the HP/Oracle E-Business Sizer, the CPU requirements (both application and data server) grow linearly as the number of active users increases (assuming that the same percentage of light/medium/heavy users is maintained across all user scenarios).

· The customizations primarily impact the data server CPU requirements and minimally impact the application server CPU requirements.

· According to the HP/Oracle E-Business Sizer, the memory requirements (both application and data server) grow linearly as the number of logged-on users increases.

· The application server CPU requirements are much larger than the data server CPU requirements.

· The application server disk requirements are essentially independent of the site size (except for very large RSC sites).

· Appendix C provides a technique for adjusting the sizing estimates at those sites whose number of logged-on users differs from the site sizes used in Exhibit 7.

· Appendix D lists the estimated tpmC for a representative set of HP 9000 machines.

· The data server disk requirements were calculated as follows (e.g., based on a Small RSC site with 10,000 personnel records, a Medium RSC site with 25,000 personnel records, a Large RSC site with 45,000 personnel records, and a Very Large RSC site with 180,000 personnel records):

Volume
Type of Disk Space
Disk Requirements
Small RSC site
Medium RSC site
Large RSC site
Very Large RSC site

1
Operating System (OS)
4 GB
4 GB
4 GB
4 GB
4 GB


Swap
2*Memory
7.2 GB
13.8 GB
20.0 GB
46.4 GB


Temporary
4 GB
4 GB
4 GB
4 GB
4 GB

2
Oracle Files (Binaries)
25 GB
25 GB
25 GB
25 GB
25 GB

3
Log Files
4 GB
4 GB
4 GB
4 GB
4 GB

4
Database Files
0.5 MB * [number of personnel records] * 1.3
0.5 MB * 10,000 * 1.3 =

6.5 GB
0.5 MB * 25,000 * 1.3 =

16.25 GB
0.5 MB * 45,000 * 1.3 =

29.25 GB
0.5 MB * 180,000 * 1.3 =

117 GB

5
Staging Area (Optional, but included in estimates)
10 GB
10 GB
10 GB
10 GB
10 GB

TOTAL (approximate)
61 GB
77 GB
97 GB
211 GB

2.4.2 Estimated RSC Communication Requirements 

Exhibit 7 lists the estimated RSC communication requirements for the Initial Architecture.  Communication requirements between the desktop hardware and application server are based on the requirement of 5 Kbps per active user.  Because of the significant bandwidth requirements between the application server and the data server in this architecture, it is recommended that these two servers be located on the same LAN.  Use of a high-speed (e.g., 100 MB) Ethernet or fiber optic link between the data server and application server will provide better performance.

Note:  A T1-line provides approximately 1.2 Mbits per second (Mbps) of bandwidth.  Therefore, a T1-line will support 240 heavy, active users (5 Kbps each) or 400-500 light users (2-3 Kbps each).
2.4.3 Estimated Desktop Hardware Requirements

Inputs from customers on the Oracle Applications Users Group network (OAUGnet) recommend a minimum processor of 400 MHz (Pentium II/III or equivalent) and a minimum memory of 128 MB for efficient desktop operations with Oracle 11i.  These recommendations are somewhat higher than those of the HP/Oracle E-Business Sizer, which recommend the use of a 233 MHz (or higher) processor and a minimum of 64 MB memory (128 MB recommended).  Customers on the OAUGnet indicated that they are typically running multiple Oracle Applications along with other Microsoft productivity tools (e.g., Word, Excel), and have found the additional processor power and memory to be a preferred configuration.  These customers also indicated that additional memory is better than additional processing power, and that processors beyond 400 MHz don’t appear to make much of a difference.

In addition to a minimum 400 MHz processor and a minimum of 128 MB memory, a minimum of 50 MB disk space is also required on the desktop.  Of the 50 MB of disk space, 30 MB is for the Oracle Jinitiator and 20 MB (temporary) is for installing the Jinitiator.

A display size of 17 inches is also recommended for efficient desktop operations with Oracle 11i.  While use of a 15-inch monitor is possible, a 17-inch monitor will better accommodate the data displayed via the Oracle 11i screens.

Notes:

· Operation on Windows NT 3.51 or Windows 3.1 is not supported.

· Oracle 11i requires either Netscape version 4.5 or Internet Explorer version 5.0.  The Internet Explorer requirement of version 5.0 or higher is mainly due to the heavy emphasis of Self Service and Portals within Oracle applications, heavy use of Java, etc.



Small RSC site
Medium RSC site
Large RSC site
Very Large RSC site

(Air Force)

RSC Application Server
CPU Reqs
9,430 tpmC
18,858 tpmC
28,287 tpmC
66,001 tpmC


Memory
3.6 GB
6.9 GB
10.0 GB
23.2 GB


Disk
54 GB
54 GB
54 GB
72 GB


HP Hardware Examples
D390, 240MHz, 2-CPU (11,000 tpmC) OR

K460, 180MHz, 4-CPU

(16,500 tpmC) OR

L2000, 440MHz, 1-CPU

(~9700 tpmC)
N4000, 440MHz, 3-CPU (~22,500 tpmC) OR

N4000, 550MHz, 3-CPU (~27,000 tpmC) OR

L3000, 550MHz, 2-CPU (~19,200 tpmC) OR

L2000, 440MHz, 3-CPU

(~21,000 tpmC)


N4000, 440MHz, 5-CPU (~34,000 tpmC) OR

N4000, 550MHz, 4-CPU (~33,500 tpmC) OR

Two L2000, 440MHz, 2-CPU (31,544 tpmC) OR

L3000, 550MHz, 4-CPU (34,200 tpmC)
V2600, 550MHz, 16-CPU (~72,000 tpmC) OR

Two N4000, 440MHz, 5-CPU (~68,000 tpmC) OR Two N4000, 550MHz, 4-CPU (~67,300 tpmC)

RSC Data Server
CPU Reqs
4,717 tpmC
9,431 tpmC
14,146 tpmC
33,003 tpmC


Memory
1.8 GB
3.0 GB
4.2 GB
9.0 GB


Disk
61 GB
77 GB
97 GB
211 GB


HP Hardware Examples
D270, 160MHz, 2-CPU (6720 tpmC)
K460, 180MHz, 4-CPU

(16,500 tpmC) OR

L2000, 440MHz, 2-CPU (15,772 tpmC)
L2000, 440MHz, 2-CPU

(15,772 tpmC) OR

L3000, 550M~Hz, 2-CPU (~19,200 tpmC) OR

N4000, 440MHz, 2-CPU (~15,700 tpmC) OR

N4000, 550MHz, 2-CPU (~18,500 tpmC) OR

K460, 180MHz, 4-CPU

(16,500 tpmC)
N4000, 440MHz, 5-CPU

(~34,000 tpmC) OR

N4000, 550MHz, 4-CPU

(~33,500 tpmC) OR

V2600, 550MHz, 8-CPU (~39,000 tpmc)

RSC Comm Reqs
Desktop-to-App Server
0.6 Mbps per RSC
1.2 Mbps per RSC
1.8 Mbps per RSC
4.2 Mbps per RSC


App-to-Data Server
1.8 Mbps per RSC
3.6 Mbps per RSC
5.4 Mbps per RSC
12.6 Mbps per RSC

Desktop Reqs
CPU Reqs
400 MHz (Pentium II/III or equivalent)


Memory
128 MB


Disk
50 MB (minimum requirement)


Monitor
17 inches

Exhibit 7 – Estimated RSC Hardware Requirements for Initial Architecture

Based on HP/Oracle E-Business Sizer version available in Nov 2000.

tpmC = transactions per minute

Mbps = Megabits per second

3. Estimating Hardware Requirements for Candidate Architecture Alternative

This section discusses the background, approach, and results of the hardware requirements analysis for the Candidate Architecture Alternative (i.e., consolidating CSU databases with the addition of a RSC Query data server).  The section begins with an overview of the architecture  (Section 3.1) and the approach used in estimating the hardware requirements (Section 3.2).  After a description of the input parameters used during the analysis (Section 3.3), section 3.4 concludes with a discussion of the estimated hardware requirements for the Candidate Architecture Alternative.

Note:  While this potential architecture is under consideration, no decision has been reached regarding this alternative.  Components should proceed based on the estimates for the Initial Architecture unless otherwise notified.  

3.1 Overview of Candidate Architecture Alternative

Exhibit 8 depicts the Candidate Architecture Alternative.  This architecture includes the following:

· Additional/upgraded hardware at the RSC to support Oracle 11i (including potentially upgraded RAM, CPU, and/or disk requirements).

· Same software products upgrades as initial architecture (i.e., Oracle Federal HR at Corporate and Oracle Federal HR, Oracle OTA, and COREDOC at each RSC).

· Same customized code upgrades as initial architecture.

· Integration of CSU functionality into RSC application server.

· Addition of a separate physical machine for the RSC query data server.

· Creation of a query data server that is partitioned for CSU access.

· Elimination of separate CSU servers.

This architecture essentially merges the separate CSU databases associated with each RSC into a single database co-located with the RSC HR application database.  It is recommended that the query data server be located on a physical machine separate from the data server supporting the HR, OTA, and COREDOC products to minimize impact on the HR, OTA, and COREDOC performance.

3.2 Approach for Estimating Hardware Requirements 

This section describes the approach used to estimate the hardware requirements for the Candidate Architecture Alternative.  The focus is on the approach used to estimate the RSC hardware requirements and RSC communication requirements for supporting the Oracle Federal HR 11i, Oracle OTA 11i, and COREDOC portions of the Candidate Architecture Alternative.  Like Section 2.2, this section does not address hardware requirements for Resumix.  Changes to the hardware requirements for the Corporate servers will be addressed as necessary, pending further clarification of Corporate requirements.

As with the Initial Architecture, a key component used to estimate the hardware requirements for the Candidate Architecture Alternative is the HP/Oracle E-Business Sizer.  The hardware requirements identified by this sizing tool may serve as an initial recommendation in the early stages of the project, but should be validated as more detailed customer information is available.
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Exhibit 8 – Overview of Candidate Architecture Alternative

3.2.1 Approach for Estimating RSC Hardware Requirements 

As described in the overview of the Candidate Architecture Alternative (Section 2.4), each RSC contains three types of hardware: Application Server, HR Data Server, and Query Data Server.  Sections 3.2.1.1-3.2.1.3 describe the approach for estimating the hardware requirements for these three types of hardware.

3.2.1.1 Approach for Estimating Application Server Hardware Requirements 

The Application Server hardware for the Candidate Architecture Alternative primarily supports two functions: the application server functionality for the existing DCPDS application (e.g., Oracle Federal HR 11i, Oracle OTA 11i, and COREDOC) plus the CSU application functionality.  Therefore, the approach for estimating the Application Server hardware requirements for the Candidate Architecture Alternative involves the following steps:

1. Estimate the Application Server hardware requirements necessary to support the existing DCPDS application in the same manner as was done for the Initial Architecture (Section 2.2.1).

2. Determine CSU application input parameters based on user information about the RSC/CSU sites and inputs from CPMS.  Section 3.3 lists the input parameter values used in estimating the RSC hardware requirements for the Candidate Architecture Alternative.

3. Run the HP/Oracle E-Business Sizer using the identified input parameters for the CSU application.  Consider the CSU application as a “custom forms” application.

4. Take the CPU requirements and memory requirements (identified in step #3) required for the application server by the CSU application and add these to the CPU and memory requirements required for the application server by the existing DCPDS application (identified in step #1).  The results provide the estimated Application Server hardware requirements for the Candidate Architecture Alternative.

Note:  The hardware requirements for the CSU application data server (also known as the Query Data Server) are also provided in step #3.  These requirements are discussed in Section 3.2.1.3.

3.2.1.2 Approach for Estimating HR Data Server Hardware Requirements 

Since the HR Data Server for the Candidate Architecture Alternative is a separate physical machine from the query data server, the hardware requirements for the HR data server can be estimated using the same approach as the requirements for the data server in the Initial Architecture (Section 2.2.1).  In other words, given the same HR application input parameters, the hardware requirements for the HR data server in the Candidate Architecture Alternative are the same as the hardware requirements for the data server in the Initial Architecture.

3.2.1.3 Approach for Estimating Query Data Server Hardware Requirements 

Use steps 2-3 in Section 3.2.1.1 to estimate the Query Data Server hardware requirements for the Candidate Architecture Alternative.  Use the data server CPU and memory requirements from the HP/Oracle E-Business Sizer as the CPU and memory requirements for the Query Data Server.  Calculate the disk requirements for the Query Data Server in a similar manner as the data server disk requirements for the Initial Architecture (Section 2.2.1), with the following assumptions:

· Disk requirements for the operating system, swap, temporary and log files are the same as those for Oracle 11i in the Initial Architecture.

· Disk requirements for the binary files and staging area are less that those for Oracle 11i in the Initial Architecture (assuming 5 GB total for planning purposes).

· Disk requirements for the database files use the same formula as that for Oracle 11i in the Initial Architecture (i.e., 0.5 MB * [number of personnel records] * 1.3).

3.2.2 Approach for Estimating RSC Communication Requirements 

The RSC communication requirements for the Candidate Architecture Alternative are determined using the same approach as the Initial Architecture (Section 2.2.2).  Note that the RSC communication requirements for the Candidate Architecture Alternative will be greater than those for the Initial Architecture, since users will now be accessing the RSC application server to run the CSU application.

3.3 Input Parameters Used to Estimate Hardware Requirements

This section discusses the specific DCPDS input parameter values used to estimate the hardware requirements for the Candidate Architecture Alternative.  Section 2.3.1 provides an overview of some of the significant input parameters used by the HP/Oracle E-Business Sizer.  These input parameters were used to gather the initial input information identified in Section 2.3.2 and refined in Section 3.3.

To estimate the hardware requirements of the Candidate Architecture Alternative, site sizes similar to those of the Initial Architecture were used as input to the HP/Oracle E-Business Sizer.  The additional set of users at each RSC site in the Candidate Architecture Alternative reflect 50% more users (logged on and active) that are accessing the CSU application.  For example, the Medium RSC site has 400 logged-on users of the HR application (of which 60% are active) plus 200 logged-on users of the CSU Application (of which 60% are active).  Like the HR application users, 10% of the logged-on CSU application users were considered “light” users, 40% were considered “medium” users, and 10% were considered “heavy” users.

Size of RSC Site
HR Application Users
CSU Application Users


Number of Logged-On Users
Number of Active Users
Number of Logged-On Users
Number of Active Users

Small
200
120
100
60

Medium
400
240
200
120

Large
600
360
300
180

Very Large

(i.e., Air Force RSC)
1400
840
700
420

Note:  The number of personnel records at each of the RSC sites is assumed to be the same as those for the Initial Architecture (see Section 2.3.3).

3.4 Estimated Hardware Requirements for Candidate Architecture Alternative 

This section discusses the estimated requirements for the RSC application server, RSC HR data server, RSC Query data server, RSC communications, and desktop necessary to support the Candidate Architecture Alternative at each of the RSC site types.

3.4.1 Estimated RSC Hardware Requirements 

Exhibit 9 lists the estimated requirements for the RSC application server, RSC HR data server, and RSC Query data server at each of the RSC site types.  Included for each server are the CPU requirements, memory requirements, disk requirements, and HP hardware type examples that meet the CPU requirements.  All of the comments discussed in Section 2.4.1 for the Initial Architecture also apply to the Candidate Architecture Alternative.  Other comments include the following:

· Separate physical machines are recommended for the application server functionality, the HR data server functionality, and the Query data server functionality.  Note that the application machine includes both the HR application and the Query application.  Having separate data servers for the HR application and the CSU application provides better performance for both applications.

· The RSC HR data server hardware requirements are the same as the RSC data server for the Initial Architecture (since these are both supporting the same functionality and only that functionality).

· The data server disk requirements were calculated as follows (e.g., based on a Small RSC site with 10,000 personnel records, a Medium RSC site with 25,000 personnel records, a Large RSC site with 45,000 personnel records, and a Very Large RSC site with 180,000 personnel records):

Type of Disk Space
Disk Requirements
Small RSC site
Medium RSC site
Large RSC site
Very Large RSC site

Operating System (OS)
4 GB
4 GB
4 GB
4 GB
4 GB

Swap
2*Memory
2.4 GB
3.6 GB
4.8 GB
19.2 GB

Temporary
4 GB
4 GB
4 GB
4 GB
4 GB

Binary Files
5 GB
5 GB
5 GB
5 GB
5 GB

Log Files
4 GB
4 GB
4 GB
4 GB
4 GB

Database Files
0.5 MB * [number of personnel records] * 1.3
0.5 MB * 10,000 * 1.3 =

6.5 GB
0.5 MB * 25,000 * 1.3 =

16.25 GB
0.5 MB * 45,000 * 1.3 =

29.25 GB
0.5 MB * 180,000 * 1.3 =

117 GB

Staging Area
0 GB
0 GB
0 GB
0 GB
0 GB

TOTAL (approximate)
11 GB
37 GB
51 GB
154 GB

3.4.2 Estimated RSC Communication Requirements

Exhibit 9 lists the estimated RSC communication requirements for the Candidate Architecture Alternative.  Note that these requirements are larger than those for the Initial Architecture, as more users are communicating the RSC in the Candidate Architecture Alternative.  Because of the significant bandwidth requirements between the application server and the data server in this architecture, it is recommended that these two servers be located on the same LAN (as with the Initial Architecture) and be connected with a high-speed (e.g., 100 MB) Ethernet or fiber optic link.
3.4.3 Estimated Desktop Hardware Requirements

The desktop requirements for the Candidate Architecture Alternative are the same as those for the Initial Architecture (see Section 2.4.3).



Small RSC site
Medium RSC site
Large RSC site
Very Large RSC site

(Air Force)

RSC Application Server
CPU Reqs
12,730 tpmC
25,458 tpmC
38,187 tpmC
89,102 tpmC


Memory
5.1 GB
9.5 GB
13.8 GB
31.5 GB


Disk
54 GB
54 GB
54 GB
72 GB


HP Hardware Examples
K460, 180MHz, 4-CPU

(16,500 tpmC) OR 

L2000, 440MHz, 2-CPU

(15,772 tpmC) OR

N4000, 440MHz, 2-CPU

(15,772 tpmC)
N4000, 440MHz, 5-CPU (~34,000 tpmC) OR

N4000, 550MHz, 4-CPU (~33,500 tpmC) OR

Two L2000, 440MHz, 2-CPU (31,544 tpmC) OR

L3000, 550MHz, 4-CPU (34,200 tpmC)
N4000, 440MHz, 6-CPU (39,000 tpmC) OR

N4000, 550MHz, 6-CPU (47,500 tpmC)
V2500, 440MHz, 24-CPU (92,000 tpmC) OR

V2600, 550MHz, 20-CPU (91,500 tpmC)

RSC HR Data Server
CPU Reqs
Same as small site, Initial Architecture
Same as medium site, Initial Architecture
Same as large site, Initial Architecture
Same as very large site, Initial Architecture


Memory






Disk






HP Hardware Examples





RSC Query Data Server
CPU Reqs
7,074 tpmC
14,146 tpmC
21,217 tpmC
49,503 tpmC


Memory
1.2 GB
1.8 GB
2.4 GB
4.8 GB


Disk
11 GB
37 GB
51 GB
154 GB


HP Hardware Examples
K460, 180MHz, 2-CPU

(9050 tpmC)
K460, 180MHz, 4-CPU

(16,500 tpmC) OR 

L2000, 440MHz, 2-CPU

(15,772 tpmC) OR

L3000, 550MHz, 2-CPU (~19,200 tpmC) OR N4000, 440MHz, 2-CPU

(15,772 tpmC) OR

N4000, 550MHz, 2-CPU (~18,500 tpmC)
L2000, 440MHz, 4-CPU

(24,724 tpmC) OR

L3000, 550MHz, 3-CPU (~26,700 tpmC) OR

N4000, 440MHz, 3-CPU

(~22,500 tpmC) OR

N4000, 550MHz, 3-CPU (~27,000 tpmC)
V2600, 550MHz, 12-CPU

(56,000 tpmC) OR

N4000, 550MHz, 7-CPU

(55,000 tpmC)



RSC Comm Reqs
Desktop-to-App Server
0.9 Mbps per RSC
1.8 Mbps per RSC
2.7 Mbps per RSC
6.3 Mbps per RSC


App-to-Data Server
2.7 Mbps per RSC
5.4 Mbps per RSC
8.1 Mbps per RSC
18.9 Mbps per RSC

Desktop Reqs
CPU Reqs
400 MHz (Pentium II/III or equivalent)


Memory
128 MB


Disk
50 MB (minimum requirement)


Monitor
17 inches

Exhibit 9 – Estimated RSC Hardware Requirements for Candidate Architecture Alternative

Appendix A – HP/Oracle E-Business Sizer

The HP/Oracle E-Business Sizer is intended to be used as a sizing tool during the selection of a suitable HP hardware configuration for the Oracle E-Business Suite.  The hardware requirements identified by this sizing tool may serve as an initial recommendation in the early stages of a project, but should be validated as more detailed customer information is available.

The HP/Oracle E-Business Sizer is based on a comprehensive sizing methodology, which uses various sizing input data for its sizing formulas:

· Ongoing product and performance testing at HP’s Development Alliances Lab for Oracle, HP Cupertino.

· Customer benchmarks at HP’s global benchmarking centers (e.g., Norwegian Tax Authority, which has more than 6000 Oracle Applications users on an HP9000 V-Class).

· Oracle’s internal performance and scalability testing and Oracle’s generic sizing guidelines.

· Performance and workload characteristics from real-world customer installations.

· Oracle’s internal systems (Oracle ERP [Enterprise Resource Planning], Oracle CRM [Customer Relationship Management], Oracle Customer Support Center and email) on HP9000 Enterprise Servers.

· HP’s internal Oracle CRM implementation as one global single instance on HP9000 N-Class Servers.

· Analysis of technology stack and workload profile for new Oracle Applications modules.

Sizing input data from all these sources are continuously monitored and sizing formulas are changed as necessary.  The HP/Oracle E-Business Sizer is available as an online tool within the HP and Oracle intranet.  Recent access statistics show that the HP/Oracle E-Business Sizer is used more than 600 times per month world-wide by HP and Oracle employees.

The HP/Oracle E-Business Sizer provides an estimate of the following:

· Disk requirements -> Includes a breakdown of the disk requirements for database files, log files, Oracle files, operating system/SWAP/temp, and staging area of all servers involved (e.g. application server and data server).

· Memory requirements -> Includes a breakdown of the memory requirements for the operating system (e.g., base, kernel, and buffer cache) and Oracle (e.g., base and Oracle processes) of all servers involved (e.g., application server and data server).

· CPU requirements -> Lists the required transactions per minute (tpmC) for each server.  The tpmC benchmark is an industry-standard benchmark used to simulate a complete computing environment where a population of terminal operators executes transactions against a database.  It was developed by the Transaction Processing Performance Council, an independent organization formed by contributing member companies across the computer industry.  It involves a mix of five concurrent transactions of different types and complexity executed either online or queued for deferred execution.  Note that the benchmark results are highly dependent upon workload, specific application requirements, and systems design and implementation.  Therefore, the tpmC benchmark should only be used for initial sizing purposes and not as a substitute for specific customer application benchmarking.

· Candidate HP hardware -> Lists the types of HP hardware that could meet the disk, memory, and CPU requirements.  Included with each hardware type is the number of CPUs required.

Appendix B – Oracle 11i Software Products

The software products involved in the Oracle 11i migration are identified in the table below.  Included are the version that will be in place at FOC (if applicable), the version that will be implemented during the Oracle 11i migration, and the location of this product in the Oracle 11i web-based architecture.  Please note that this table is not meant to be an all-inclusive list of DCPDS software products, but rather is intended to give a brief overview of the software products associated with Oracle 11i and their location in the Oracle 11i architecture.

Product
FOC Version
Current

Oracle 11i Version
Oracle 11i Location




Client
App Server
Data Server

Oracle DBMS
7.3.4.5
8.1.6


X

Oracle HR Application
10.7
11i

X


Oracle Federal HR Application
10.7
11i

X


Oracle OTA Application
10.7
11i

X


Oracle Forms
4.5
6I

X


Oracle Reports
2.5
6I

X
Some

Oracle Discoverer
3.1
3.3

X


Oracle Workflow
2.5
3I

Some
X

Oracle Jinitiator
N/A
1.1.7.27
Down-loaded
X


UNIX Operating System
11.0
11.0 (32 or 64 bit)

X
X

Advanced Security Option
2.3.4
8I

Some
Some

WebDB
N/A
??

X


Apache Web Listener
N/A
??

X


Developer Server
N/A
6I

X


Data Transfer System (DTS)
Not a product
Not a product




Appendix C – Per-User Sizing Estimates for Oracle 11i Application Tier

Another approach for estimating the Oracle 11i application tier hardware requirements is based on per-user sizing estimates.  This estimating approach, while providing results similar to the HP/Oracle E-Business Sizer, also provides a technique for adjusting the sizing estimates based on the user load at a particular site.  This information was provided by Hewlett-Packard.

CPU Requirements

The following table of “logged-on users per CPU” is based on a CPU utilization of 70-75%.  Please note that the “logged-on users per CPU” does not scale linearly for a large number of CPUs.  Therefore, the table is most useful when adjusting estimates involved with adding/subtracting a few CPUs at a time.

CPU (MHz)
HP Hardware Examples
Logged-On Users Per CPU



HR/Financial
Manufacturing/

Distribution
Heavy OM

PA-8000 (180)
K360/K460
72



PA-8200 (200)
K370/K570
80
50
35

PA-8200 (240)
K380/K580

(also D390/R390)
92
62
50

PA-8500 (360)
L1000 and N4000
140
90
76

PA-8500 (440)
L2000, N4000, and V2500
175
115
100

PA-8600 (552)
V2600
200
132
114

Memory Requirements
HPUX 11.0 64 bit O/S

512 MB

Server/Listener Processes

128 MB

File System Buffer Cache

Add 10%

HR/Financials



Average 8-14 MB per logged-on user

Manufacturing/Distribution

Average 12-18 MB per logged-on user

Estimated Disk Space Requirements (double for mirroring)

HPUX 11.0



4 GB

Swap




2*Memory

Oracle Products


10 GB

Miscellaneous, User, Staging

8 GB

Appendix D – tpmC Quick Reference Table

The following table lists the estimated tpmC for a representative set of HP 9000 machines.  Please note that this table does not list all possible CPU configurations for each machine type, but is simply intended to give a representative sampling.  This information was provided by the HP/Oracle E-Business Sizer.

Machine Type
CPU (MHz)
Number of CPUs
Estimated tpmC

D270/370
PA-8000 (160)
2
6,720

D280/D380/R380
PA-8000 (180)
2
8,400

D390/R390
PA-8200 (240)
2
11,000

K360/K460
PA-8000 (180)
2
9,050



4
16,500

K370/K570
PA-8200 (200)
4
18,000



6
21,800

K380/K580
PA-8200 (240)
4
21,000



6
25,000

A500 (440)
PA-8500 (440)
2
13,300

A500 (550)
PA-8600 (550)
2
15,200

L1000
PA-8500 (360)
2
14,082

L2000
PA-8500 (440)
2
15,772



4
24,724

L3000
PA-8600 (550)
2
19,200



4
34,200

N4000
PA-8500 (360)
4
24,200



6
34,500



8
43,400


PA-8500 (440)
4
27,500



6
39,000



8
49,300


PA-8600 (550)
4
33,500



6
47,500



8
60,000

V2200
PA-8200 (240)
12
39,700



14
44,800



16
49,000

V2250
PA-8200 (240)
12
42,500



14
47,900



16
52,100

V2500
PA-8500 (440)
20
81,000



24
92,000



28
97,000



32
110,000

V2600
PA-8600 (552)
20
91,500



24
104,000



28
110,000



32
115,300

30
2/28/02
28

